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ABSTRACT

Speech-reading is an invaluable technique for people with
hearing impairments or those listening in adverse listening
conditions (e.g., in a noisy restaurant, near children playing
loudly). However, speech-reading is often difficult because
identical mouth shapes (visemes) can produce several speech
sounds (phonemes); there is a one-to-many mapping from
visemes to phonemes. This decreases comprehension, caus-
ing confusion and frustration during conversation. In this
doctoral consortium, I will present PhonemeViz as a solution
to this problem. PhonemeViz is a phoneme visualisation
technique that allows a speech-reader to disambiguate con-
fusing viseme-to-phoneme mappings by visualising phoneme
information using movement within their peripheral vision.
Early results suggest that PhonemeViz can enable speech-
readers to overcome the barriers they face when speaking
with other people.

1. PROBLEM & MOTIVATION

Speech-reading (often called lip reading) refers to using vi-
sual information about the movements of a speaker’s lips,

teeth, and tongue to understand what they are saying. Speech-

reading is commonly used by those who are Deaf and those
with hearing impairments to understand speech [2], and has
been shown that those with typical hearing also speech-read
(albeit subconsciously) to help them understand others [3].
When speech reading, each speech sound (phoneme) corre-
sponds to a facial and mouth position (viseme). For ex-
ample, acoustically speaking in English, /1/ and /r/ can
be quite similar (especially in clusters, such as ‘grass’ vs.
‘glass’), yet visual information can show a clear contrast.

An atomic unit of a language’s phonology is called a phoneme,
which is combined with other phonemes to form words. For
example, /b/, /a/, and /t/ are the phonemes comprising the
word ‘bat’. There are 48 commonly-recognized phonemes
in English [8]. For each phoneme, a speaker’s lips, teeth,
and tongue produce a visual representation of that phoneme
called a viseme. Speech-readers reverse this mapping (i.e.,
viseme-to-phoneme) to determine the sounds a speaker is
making, which helps them understand the words being said.

Unfortunately for speech-readers, the viseme-to-phoneme map-

ping is a ‘one-to-many’ relationship, in which a single viseme
can map to numerous phonemes [6]. For example, acousti-
cally /v/ is voiced, and /f/ is not voiced however, the viseme
for /v/ is essentially identical to the viseme for /f/. As a
result, speech-reading alone is often not sufficient to fully

understand what a speaker is saying, and this commonly re-
sults in confusion, frustration, and reduced conversational
confidence for speech-readers [2].

It has been shown that the amount of talking in the initial
stages of an interpersonal relationship can have a significant
effect on the strength of that relationship [1]; as the amount
of verbal and nonverbal communication increase, the lev-
els of uncertainty of both parties decreases, which leads to
higher levels of intimacy and liking. However, barriers to
communication may result in a stagnant career, social isola-
tion and decrease in overall life satisfaction. How well and
how willing we are to communicate, and the degree of our
apprehension about the process of communicating have pro-
found effects on our lives [2].

To help speech-readers, several visualisation techniques have
been proposed, however these have limitations that substan-
tially restrict their value to speech-readers. In spite of be-
ing specifically designed to improve speech-reading, most of
these techniques have accuracy rates similar to unassisted
speech-reading. Captions have been shown to have high ac-
curacy, however these usually require the speech-reader to
not attend to the speaker’s face (an essential component of
speech-reading [5]), and due to the context-dependent na-
ture of human languages, captions also introduce processing
delays when used during conversation, inhibiting conversa-
tional flow. Many previously-developed techniques require
substantial amounts of training. For example, an evaluation
of the iBaldi visualisation technique had participants train
for between 30 and 50 hours [7]. Learning to use the exist-
ing techniques requires a substantial investment of time on
behalf of speech-readers. Obviously, any possible way of re-
ducing training time will benefit speech-readers as they learn
to use any new techniques, as well as encourage adoption.

2. SOLUTION

To address the limitations of current techniques, I propose
that we visualise the phonemic units of speech. 1 have
developed PhonemeViz, which unlike many existing visu-
alisation techniques presents simple textual representations
of a speaker’s phonemes to the speech-reader. These tex-
tual phoneme descriptors are presented radially off to one
side of the speaker’s face (to avoid obscurement), and uses
movement (essentially a ‘phoneme meter’) to indicate which
phoneme has been uttered by the speaker. Phonemes be-
longing to the same viseme group are separated and pre-
sented in spatially distinct regions of the periphery and al-



phabetically top to bottom, so the phoneme meter points
in distinctly different directions to indicate which phoneme
within a viseme group was just uttered by the speaker.

By combining peripheral movement with distinct visual pat-
terns, speech-readers should be able to attend to the speaker’s
face while being able to disambiguate confusing viseme-to-
phoneme mappings, and therefore improve their understand-
ing during conversation.

My doctoral research will be comprised of the following:
1. The design and implementation of the PhonemeViz

technique followed by a quantitative evaluation of Phone-

meViz against five other visualisation techniques (from
related work) along with a no visualisation control con-
dition. Each technique will be superimposed on videos
of individual words. The aim of the evaluation is for
the participant to use each visualisation technique to
determine which word is being spoken.

2. An implementation of PhonemeViz in a VOIP applica-
tion such as Skype or Google Hangouts, using a speech
recognition engine such as PocketSphinx (cmusphinx.
sourceforge.net/) to recognise the initial phoneme of
words spoken by the speaker. To evaluate this tech-
nique, participants’ accuracy and subjective impres-

sions will be compared against automatically transcribed

captions (generated using the speech recognition en-
gine) and a no visualisation control condition.

3. An implementation of PhonemeViz in a wearable de-
vice such as Google Glass or the Epson Moverio Glasses.
A longitudinal evaluation of my visualisation on this
device, where accuracy and subjective impressions will
be gathered and compared to current techniques.

3. STAGE OF RESEARCH

Regarding my program of study, I have completed my trans-
fer of ordinance and I am currently in my second year of
study. I also took part in the ASSETS 2014 Student Re-
search Competition and was awarded first place in the grad-
uate category [4].

Regarding my PhD research, I have partially completed item
1) and item 2) in the solution list above, and have yet to be-
gin work on item 3). Item 1) was submitted but not accepted
to ASSETS 2015. The reviewers provided some constructive
feedback on this item of research. I am hoping to review ar-
eas of 1), re-run my evaluation and submit it as a full paper
to CHI 2016. I have made progress on sections of Item 2)
and hope to submit it to ASSETS 2016. Item 3) is still
outstanding, but I plan to complete it by the spring of 2016.

4. CONTRIBUTIONS

The primary contribution of this research is a visualisation
which improves speech-reading accuracy and reduces work-
load of the task for a speech-reader.

Secondary contributions include:

1. The general approach of visualising phonemic units to
aid with speech comprehension.

2. A speech language model which focuses on recognition
of the initial consonant of spoken words, instead of

traditional models which aim to recognise whole words
or phrases using context.

3. A longitudinal evaluation of my visualisation on a de-
vice with a wearable display.

5. DOCTORAL CONSORTIUM OUTCOMES
Attending the ASSET'S 2015 Doctoral Consortium will present
a number of opportunities for me. First, I will have the op-
portunity to present my research to senior researchers and
fellow students. I appreciate any opportunity I have to de-
scribe my research to others.

Second, this presentation will allow me to gain valuable feed-
back on the approach I have taken in my research to date.
This feedback will contribute to my general growth as a re-
searcher, to my production of quality research in the future
and to the overall quality of my PhD thesis.

Third, the consortium will present an opportunity to net-
work with senior researchers in this field as well as future
colleagues or potential collaborators. These are the indi-
viduals I will be working and collaborating with for the re-
mainder of my career. Fourth, potential career paths and
opportunities may arise from these discussions.

Finally, the consortium will allow me the opportunity to
provide feedback to fellow students regarding their research
and presentation styles. I enjoy these opportunities to un-
derstand and be made aware of other researchers’ work, and
it allows me to provide insights that I have gained from my
own research.
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